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NVIDIA Grace for HPC & Al Infrastructure

Grace Hopper Superchip Grace CPU Superchip
Giant Scale Al & HPC CPU Computing

Applications that run on CPU but where absolute
performance, energy efficiency, and datacenter density
matter, such as in scientific computing, data analytics, and
hyperscale computing applications

Accelerated applications where CPU performance and
system memory BW are critical; extreme and highly

atomic collaboration between CPU & GPU contexts for
flagship Al & HPC
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NVIDIA Grace CPU Superchip

The Full Power of Grace

Armv9.0-A, SVE2 with 4x128b SIMD
pipeline/core

Architecture

Cores / Speed 144 cores, 3.2GHz

LPDDR5x soldered down, 1TB/s BW
Up to 1TB per superchip

L1: 64KB i-cache + 64KB d-cache per core
Cache L2: 1MB per core
L3: 234MB per superchip

Memory

Power 500W including LPDDR5x memory
Interfaces Up to 8x PCle Gen5 x16 HS interface
Process Node TSMC 4N

Availability H1 2023
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LPDDRSX NVLINK - C2C LPDDR5X
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* 32 channels cing\e

« Up to 546 GB/s of memory BW LPDDROX Controller LPDDR5X

* But why LPPDR?
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Controller

Memory
Controller

x24 cNVLINK/PCle x44 PCle
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Capacity

BW

Power/GBps

Cost/GB

MEMORY CHOICES
HBM, DDR, or LPDDR?

HBM2e (4-sites) DDR5 (8-channel)
64GB Up to 4TB

Up to 1.8TB/s Up to 358GB/s

1x 8x

>3X 1x

Remember? C2C BW - 900 GB/s

LPDDR5X (32-channel)

Up to 512GB

Up to 546GB/s

1x

1x
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NVLINK-C2C

High Speed Chip to Chip Interconnect CPU
LPDDRSX

GRACE
CPU

« More than 5x more power efficient than PCle
* Enables coherency for both Grace and Grace Hopper superchips LPODROX LPDDROX

CPU
LPDDROX

900 GB/s

* Used to create the Grace Hopper, and Grace Superchips
* Removes the typical cross-socket bottlenecks

* Up to 900GB/s of raw bidirectional BW

« Same BW as GPU to GPU NVLINK on Hopper

* Low power interface - 1.3 pJ/bit
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GRACE HOPPER

Heterogenous Coherency

CPU
LPDDRSX

900 GB/s

* Unified Memory with shared page tables
* Shared CPU and GPU virtual address space

« Transparent GPU access to pageable memory HOPPER
» System allocator support for GPU memory GPU

GPU CPU
HBM LPDDRO5X

* Yes, malloced and mmaped pointers!

* Native atomics, including standard C++ atomic support
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NVLINK-SCALING
Superchip Scaling | CPU/GPU | Extended GPU Memory

GPU GPU
HBM HBM

HOPPER NVEWITCH HOPPER

CPU
LPDDRSX

CPU
LPDDROX

NVLINK-C2C
NVLINK-C2C

GPU GPU

NVLINK x18
8LX MNITAN

GPU GPU CPU
HBM HBM LPDDRO5X

CPU
LPDDRSX

Enables remote NVLINK connected GPUs, to access Grace’s memory at native NVLINK speeds
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NVIDIA Grace vs. Fujitsu A64FX

AB4FX is an outlier in every way — Grace is mainstream

MAINSTREAM LEADERSHIP HPC EXTREME HPC CODESIGN

Codesigned for

Familiar design » Custom hardware or software

{ _ appsl,ilcc):zi:gri » Trades generality for performance
extreme experts « Common assumptions may hurt performance
Significant g | |
fraction of peak < Significant tuning * OSS toolchains unlikely to be performant
w/o tuning effort required * Plan for man-months of optimization effort

J
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Maximum Performance and Optimal TCO 4

Integer Market Ieading integer

performance, scalability performance
Core 1 and efficiency

Arm Neoverse V2
Armv9-A (v9.0)

64-bit CPU Large working datasets 2MB private L2 cache
64KB |-Cache Parityf64KB D-Cache ECC ¢ Daublethasize 6f NaoyareaNl
2MB / 1MB Private L2 ECC

AMBA® CHLE Direct-Connect | High-performance vector SVE2 4 x 128b
and ML processing BF16, Int8 MatMul

* UuArch efficiency over Neoverse V1

26 © 2022 Arm

Maximum Performance and Optimal TCO

4 Memory size and speed Up to 512MB system level

PCl-Express Gen5, CXL 2.0
cache (SLC)

Grace Uses Arm Neoverse Cores

* 4x the capacity of previous CMN

Fast accelerator I/O DDR5 / LPDDRS support

CXL 2.0 memory expansion

Die-to-Die Ports

Security and protection Armv9 Security (Enhanced

from memory attacks MTE, PAN, PAC)

27 © 2022 Arm

NVIDIA Grace CPU

Superchip

AWS Graviton3
Alibaba Yitian 710

‘ Traditional 2023 |

®
Traditional 2023

Integer Performance per Thread

Integer Performance per Socket

Neoverse V2 delivers
market leading performance
per-thread for 2023

N-series remains the market
leader on performance per watt

Both deliver leading

performance/watt with higher
efficiency than the competition

I
28 © 2022 Arm Traditional instances are measured by Arm and have SMT and turbo enabled. Traditional 2023 data is estimated by Arm, based on published a rm N EOVERSE
market research and announcement. Arm Neoverse performance data is estimated by Arm. All scores are based on GCC10 compiled code.

- Arm Neoverse V2 - like AWS Graviton 3 next-gen
* "NVIDIA Grace and CXL 2.0 PCle Gen5 CPUs”

« https://www.servethehome.com/arm-neoverse-v2-
cores-launched-for-nvidia-grace-and-cxl-2-0-pcie-
gen5-cpus/

« https://www.thereqgister.com/2022/09/14/nvidias_gra

ce_arm_neoverse v2/

e https://www.hpcwire.com/off-the-wire/arm-
announces-enhancements-for-its-neoverse-
platform/
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Application Porting: Many Non-Trivial Cases Really Are Trivial

Vector intrinsics, dependencies, and nonstandard features are easily ported

Straightforward, easy work < 1 day

Recompile and reconfigure runtime parameters

Job done!
Found on Arm at another HPC center

Dependency

Cloud momentum
Arm ecosystem growth

4

Vector Intrinsics

Assembly Language

Compiler translation
guides

Features

Nonstandard Compiler

Intrinsic conversion tools - SIMDe, SSE2NEON, etc.

*Indicative workload mix inspired by an US DoE lab usage
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Explicit Copy

Application explicitly moves data between

CPU & GPU as needed

PCIE: ~60 GB/s PCIE transfers

(H2D/D2H)

Grace: Faster transfers; up to 450 GB/s C2C

transfers (per direction)

CPU Memory
cudaMemcpyH2D()
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cudaMemcpyD2H()

GPU Memory

—
—
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Grace-Hopper Memory Model

Managed Memory

CPU and GPU can access memory on-

demand and data migrated locally for higher
BW access

PCIE: Requires migration to GPU

Grace: Migrations not required and faster
migrations when they happen

CPU Memory GPU Memory

System Allocated

GPU can access memory allocated from
malloc(), mmap(), etc.

PCIE: Access possible with explicit call to
cudaHostRegister () at PCle speeds

Grace: cudaHostRegister () not needed;
access at NVLink C2C speeds

CPU Memory GPU Memory

App Data

GPU access to malloc()
memory

Page
Migration GPU
_______________ page
Y fault
Page2
C2C Path
(Grace)
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Allocation, Placement and Migration

* malloc() will “just work” across CPU
and GPU including all features, e.g. the
atomics, the standard memory
consistency model, etc.

« All memory, including mmap( ), stack
variables, global variables, Linux kernel
syscall returning a pointer, etc.

Placement/migration gives application

flexibility. E.g, with mmap () use GPU
memory instead of CPU memory for file
cache

NVIDIA CONFIDENTIAL. DO NOT DISTRIBUTE.

Simplifying the Developer Experience

Universal accessibility of memory

Call Action

malloc, » Allocation of either GPU or CPU memory, or combined
mmap, GPU memory and CPU memory, across sockets
cudaMallocManaged < Application control placement at page granularity via
first touch
» Accessible to all computing devices
* Application can migrate existing pages
cudaMalloc * allocate one socket's GPU memory, accessible to all
GPUs (not accessible to CPU), does not migrate
cudaMallocHost  allocate CPU Memory, universally accessible, does not
migrate
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